The “Echo Chamber” Distraction: Disinformation Campaigns are the Problem, Not Audience Fragmentation
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The importance of the arguments made in “Beyond misinformation” (Lewandowsky, Ecker, & Cook, 2017) is difficult to underestimate. Recognizing that the current crisis of faith in empirical evidence and in the value of expertise has roots that reach far beyond individual-level psychological processes is a crucial step in counteracting it. As the authors note, there are a host of social, technological, and economic factors that contribute to the situation we face today, and accounting for these interdependent forces will enable stakeholders, including scientists, journalists, political elites, and citizens, to respond more effectively.

Further, the authors clearly articulate why scholars must engage in politically charged debates. The argument that political motivations are driving the emergence of a “post-truth” world has ample precedent: rumors and lies have been used to shape public opinion throughout human history (Allport & Postman, 1965 [1947]; Jamieson, 2015; Knapp, 1944; Mara, 2008; Shibutani, 1966). What is perhaps unique to the present situation is the willingness of political actors to promote doubt as to whether truth is ultimately knowable, whether empirical evidence is important, and whether the fourth estate has value. Undermining public confidence in the institutions that produce and disseminate knowledge is a threat to which scientists must respond.

The primary goal of this response, however, is not to underscore the article’s insights. Those contributions speak for themselves. Lewandowsky, Ecker, and Cook (2017) cover considerable intellectual territory, which necessarily requires brevity in their treatment of complex issues. I aim to explore critically an area that merits additional attention: namely, the authors’ characterization of the online information environment.

The risk is that some readers might misinterpret the authors’ claims about the role of technology in a substantively important way. There is strong empirical evidence that most individuals encounter a range of political viewpoints when consuming news, a fact which is potentially obscured by references to “echo chambers” and “filter bubbles.” This has important implications for the strategies used to counter misinformation. In the absence of echo chambers, promoting contact with belief-challenging corrections is insufficient. Effectively responding to disinformation campaigns requires that we find ways to undermine beliefs that persevere despite encountering with counter-evidence.

Diversity of Online Political Information Exposure

In their discussion of the changing media landscape, the authors briefly allude to echo chambers, where “most available information conforms to pre-existing attitudes and biases” (Lewandowsky et al., 2017, p. 353). Although the authors are careful not to assert that this is what most people experience when they go online, readers may nevertheless assume that it is. Yet there is ample evidence that echo chambers are not a typical part of Internet users’ experience. Numerous analyses of large-scale observational data indicate that online news consumers do not systematically avoid exposure to content with which they would be expected to disagree.

Two important studies help illustrate this point. First, a three-month study of 50,000 online news users in the U.S. found that news audience fragmentation was quite low. Specifically, the authors found that, on average, the distance between the ideologies represented in the news diets of a random pair of consumers is small. On a scale from zero to one, where zero corresponds
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to no segregation (e.g., being randomly exposed to news), the overall segregation level was only 0.11 (Flaxman, Goel, & Rao, 2016, p. 308). Further, the authors found that although most Americans rely on only a few online news outlets, the most used outlets tend to attract comparable numbers of conservatives and liberals, suggesting that they represent a more diverse range of views. News outlets that appeal to the political extremes receive relatively little attention. The second study contrasts the ideological segregation that Americans encounter in their online news exposure to what they encounter in a variety of other settings. Analyzing Internet tracking data collected from 12,000 comScore panelists over a 12-month period, this study found that face-to-face interactions tended to be more segregated than online news use (Gentzkow & Shapiro, 2011). In short, the notion that people have constructed highly polarized online news environments, environments in which they never see the other side, is a myth.

Nor are exposure-based echo chambers likely to emerge, as their existence is inconsistent with well documented human information-selection preferences. Selective exposure research dating back to the 1960s has shown that individuals are attracted to attitude-congruent information, but that their response to attitude-discrepant information is more complicated (Frey, 1986; Hart et al., 2009). Importantly, when presented with a mixture of one- and two-sided news stories, individuals do not choose attitude-congruent information at the expense of attitude-discrepant information (Garrett & Stroud, 2014). As long as an individual’s views are represented in a news story, most people are indifferent to the inclusion of other viewpoints. Furthermore, there are instances when the inclusion of other perspectives is preferred (Carnahan, Garrett, & Lynch, 2016; Knobloch-Westerwick & Kleinman, 2011). These patterns have not changed despite the radical transformation of communication technologies (Garrett, Carnahan, & Lynch, 2013).

In a similar vein, Lewandowsky et al. also claim that “most online users are, knowingly or not, put into a filter bubble,” where software systematically shields them from views with which they might disagree (2017, p. 353). Although there is less research on this question, a growing body of evidence suggests that this is a misleading characterization of the influence of what computer scientists often refer to as “recommender systems.” The first evidence comes from the three-month observational study of online news users described above. Not only were overall segregation levels low, but individuals who got their news through technologies commonly characterized as promoting filter bubbles—including social networks and search engines—saw an increase in their exposure to news representing the political opposition (Flaxman et al., 2016, p. 316).

A study of over 10 million Facebook users provides additional evidence on this question (Bakshy, Messing, & Adamic, 2015). Researchers at the company compared users’ self-reported ideology to the political orientation of the news that they encountered via the social networking service. The results provide straightforward evidence that Facebook does not systematically screen out all counter-attitudinal exposure. Algorithmic filtering removed a relatively small fraction of the cross-cutting content found in users’ news feeds, reducing it by 5% for conservatives and 8% for liberals. After filtering, more than one in five political stories to which Facebook users in the study were exposed was cross-cutting.

Although it is obviously possible to tailor automated recommender systems to promote filter bubbles, designers have long recognized the importance of diversity and serendipity (Negroponte, 1996), and have strived to protect it. Over the past decade, scholars interested in system design have proposed and tested dozens of approaches that actively promote diverse information exposure (for reviews, see Bozdag & Hoven, 2015; Garrett & Resnick, 2011). Furthermore, since recommender systems typically “learn” users’ preferences by extrapolating from past behavior, the psychological tendency to tolerate, and sometimes seek, counter-attitudinal information should help preserve diversity in recommended content.

This does not mean that the authors are wrong to assert that the online environment has contributed to the rise of a post-truth mentality, but it does mean that some of the mechanisms they describe are misspecified. Different mechanisms suggest different remedies. If ignorance induced by echo chambers or filter bubbles were the problem, then diversifying exposure would be an obvious solution. But something else is going on. Given the relative rarity of echo chambers, strategies focused on countering them are unlikely to have a substantively important influence on belief accuracy. It is crucial that we understand why these inaccurate beliefs persist so that we can develop strategies that target those causes specifically.

Reconceptualizing the Threat

The terms “echo chamber” and “filter bubble” are sometimes used in a way that is empirically supported. The terms have been used to describe social media practices that exhibit highly segmented content engagement—rather than exposure—in the form of “likes,” shares, and comments (Schmidt et al., 2017). For example, someone who “likes” a Facebook post about a conspiracy theory is unlikely to engage substantively with other more scientifically informed posts (Zollo et al., 2017). Both the antecedents and consequences of exposure differ substantively from those of engagement. For example, an individual who is motivated to consume counter-attitudinal content may be much less likely to endorse that same content with a Facebook like (Stroud, Muddiman, & Scacco, 2013). And reading a news article that challenges one’s beliefs is less likely to be persuasive when it is accompanied by comments (from a like-minded individual) that challenge the articles’ conclusions (Anderson, Brossard, Scheufele, Xenos, & Ladwig, 2014). Given these differences, the use of “echo chambers” to refer to both exposure and engagement is potentially confusing. For this reason, I use the label “engagement echo chambers” when referring to highly segmented interaction with social media content.

Engagement echo chambers can promote falsehoods regardless of the diversity of information exposure. One does not need to avoid contact with all belief-incongruent information to maintain inaccurate beliefs (Kahan, 2015). Belonging to a social network that consistently affirms one view can promote
endorsement of that view, regardless of what other information is encountered. There are a variety of mechanisms by which this occurs. For some, endorsing a falsehood has social utility, for example by allowing the individual to avoid being ostracized by the in-group (Kahan, 2013). Repeated exposure to expressions of support for an idea (regardless of the evidence encountered) can also contribute to a false consensus effect, leading individuals to overestimate public support for their beliefs. (This is a subtle variation on the authors’ description of false consensus resulting from one-sided news exposure.)

These dynamics align nicely with Lewandowsky et al.’s (2017) warning that social media can amplify the effects of narrowly targeted political deception. I argue, however, that concerns about any form of echo chamber are a distraction from a much larger threat. As a society, we should be more concerned about how technologies are used by political strategists, private interests, and foreign powers to manipulate people for political gain than by self-imposed, or technology-induced, political isolation. In other words, we should be focused on finding ways to fight disinformation campaigns, which often pair deceptive messages and extreme strategies.

Using misleading or false claims to sway public opinion dates back to the time of ancient Greece (Mara, 2008), but its profile in the U.S. has grown rapidly in the past two decades. Strategically deployed falsehoods have played an important role in shaping Americans’ attitudes toward a variety of high-profile political issues. The oil industry has worked to promote doubt about climate change science using tactics pioneered by cigarette manufacturers in the 1960s (Jerving, Jennings, Hirsch, & Rust, 2015; Oreskes & Conway, 2010). Widespread misperceptions promoted by the Bush administration about the evidence for WMDs in Iraq and about Iraq’s role in the 9/11 terrorist attacks helped motivate public support for the U.S.-led invasion (Prasad et al., 2009; World Public Opinion, 2006). Deceptive characterization of the Affordable Care Act, including the infamous “death panel” claims have contributed to negative attitudes toward the law (Meirick, 2013; Nyhan, 2010). False claims about political candidates abound, as evidenced by the repeated questioning of President Obama’s birthplace and religion by his political opponents while he was in office (Hartman & Newmark, 2012; YouGov Staff, 2014). In short, deceptive political practices are on the rise, precipitating what has been aptly described as “the demise of ‘fact’ in political discourse” (Jamieson, 2015).

The 2016 U.S. presidential election is particularly alarming for several reasons. President Trump made an extraordinary number of false or unsubstantiated claims during the campaign (Holan, 2016; Swire, Berinsky, Lewandowsky, & Ecker, 2017). Perhaps more importantly, fact checking had little influence on the behavior of then-candidate Trump, which is a discouraging contrast to prior empirical evidence on the subject (Nyhan & Reifler, 2015). Another source of concern about the 2016 election is evidence that the Russian government sought to use disinformation to influence the outcome of the election (Office of the Director of National Intelligence, 2017; and see Paul & Matthews, 2016). These efforts extended to information operations conducted on Facebook (Weidon, Nuland, & Stamos, 2017), and were likely responsible, at least in part, for the widely read “fake news” that received so much coverage in the last few months of the campaign season (e.g., Silverman, 2016).

Technology for Fighting Disinformation

Shifting blame for misperceptions from ignorance induced by echo chambers to strategic disinformation campaigns has implications for which types of technologies will be most effective. Focusing on this issue suggests three strategies not considered by Lewandowsky et al. (2017). The first approach is grounded in the observation that although it may be difficult to convince opinion leaders to update their inaccurate beliefs, educating large numbers of individuals who are less influential but more receptive to belief change can also precipitate significant shifts in public opinion (Watts & Dodds, 2007). Many people are only weakly committed to their beliefs, even on highly publicized and extremely contentious issues. For instance, three in ten American say they could easily change their mind about climate change (Leiserowitz et al., 2014). Although any one of these individuals by definition has little influence, shifts toward more accurate beliefs among large numbers of them can be a powerful persuasive force (Watts & Dodds, 2007). Thus, targeting educational campaigns at those most receptive to belief change, and encouraging those individuals to share their knowledge with other members of their social network has significant potential.

Technology may be able to help both by delivering accurate information to those most open to belief change and by helping them to share their accurate beliefs widely. There are efforts afoot to automatically flag claims that fact checkers have determined to be inaccurate (Costine, 2016), and these technologies could provide a foundation for other, potentially more influential capabilities. Rather than just flagging inaccurate content, for example, a social media service could encourage recipients to review the corrections they receive, and share those they find persuasive with the original poster. Involving multiple individuals belonging to the poster’s social network brings contextual awareness to the evaluation process, and it could help reduce the reactivity that individuals sometimes experience when presented with automated corrections (see Garrett & Weeks, 2013). Information quality may not be a strong predictor of which information individuals are predisposed to share, but learning that a claim is false can reduce sharing, even on social media. For example, individuals often respond to a well sourced peer correction, such as a link to Snopes, by removing the offending post (Friggeri, Adamic, Eckles, & Cheng, 2014).

Another technology-centric approach focuses on using search engines to reduce exposure to strategic falsehoods in the first place. Anytime we consider using technologies to shape the flow of information on a large scale we must be sensitive to the risk of censorship, but given that we have a legitimate interest in suppressing disinformation campaigns, it is an option worth considering. In other words, it is reasonable to at least ask whether we can find ways to stem the flow of strategic deception
without undermining the free expression of ideas. Search engine users are highly influenced by result rankings (Pan et al., 2007), leading scholars to worry about the possible political influence of the underlying algorithms (Epstein & Robertson, 2015). But such influence could be put to good use. Google is exploring at least two approaches for fighting disinformation. First, it encourages organizations engaged in fact checking to make their results machine readable so that Google can integrate the conclusions into search results (Kosslyn & Yu, 2017). The result is visible as of this writing: search for “Obama Kenyan citizen,” and Google will provide a short statement summarizing the false claim alongside an assessment: “Fact check by Snopes.com: FALSE” (Weise, 2017). Second, Google is developing technology intended to algorithmically estimate source trustworthiness (Luna Dong et al., 2015). These estimates can then be used to adjust rankings, so that unreliable sources have a lower profile (Hodson, 2015).

Introducing claim accuracy and source reliability into search engines constitutes a new form of algorithmic gatekeeper in the digital media landscape, one that is likely to help stem the flow of disinformation. By restoring barriers to reaching a mass audience that were greatly reduced by the explosive growth of online news, these software tools could provide a social good, much as respected newspaper editors and television news anchors did in an earlier era. Given the difficulty of unseating congenial falsehoods—especially when they are seen by large numbers of people predisposed to believe them—reducing exposure to socially harmful falsehood is valuable.

The ethical challenges are undeniable. It may be necessary to curb the flow of false claims if we want truth to prevail, but how do we achieve this without constraining dissent or legitimate debate over what is true? We need to balance attempts to reduce exposure to socially harmful content with protection of minority opinion. This task has precedent, both legal (e.g., Sunstein, 2009) and philosophical (e.g., Möllering, 2009). Still, more work is needed. It will require conceptual work to articulate the boundary between constraining the spread of misinformation and censorship, as well as empirical research to ensure that automated systems can effectively distinguish between falsehood and dissent.

The first two strategies, one focusing more on social media and the other more on search engines, are closely interrelated. They concern ways that technology can influence the flow of information, promoting the dissemination of accurate claims while constraining the flow of falsehoods. A less direct approach builds on the fact that disinformation campaigns often use emotional extremity for strategic effect. Messages that convey anger, outrage, and distrust can have a powerful influence on how people respond to their information environment. Anger increases individuals’ susceptibility to in-group falsehoods (Weeks, 2015), as does animosity and distrust toward the out-group (Lodge & Taber, 2013). The vitriol found in online comments can undermine the credibility of the news source (Thorson, Vraga, & Ekdale, 2010). One potential contribution, then, is to find ways to slow or reverse a thirty-plus year trend toward increasing affective polarization, the hostility that partisans feel toward those on the other side of the aisle (Iyengar, Sood, & Lelkes, 2012).

There is precedent for proposing sociotechnical solutions to similar problems (e.g., the decline in social capital: Resnick, 2004), and there are many ways that we might tackle this one. Rather than attempting to list all possible strategies, I highlight a few areas of relevant on-going research and describe a novel strategy tied to people’s use of social media today. Scholars interested in online deliberation have created technologies designed to help individuals discuss controversial topics in productive ways (for a review, see Friess & Elders, 2015). These tools have been shown to improve outcomes and to make people feel more positively about their engagement with difficult topics. However, they do nothing to prevent strategic efforts to promote anger and distrust that are so common today (Berry & Sobieraj, 2013; Jamieson & Cappella, 2008). One approach worth pursuing is to promote more deliberation in the spaces where online discussion is already taking place. For example, having journalists contribute to their news organization’s Facebook page can promote civility (Stroud, Scacco, Muddiman, & Curry, 2015). It might also be possible to adapt some of the features of existing online deliberation systems for use in common conversation spaces, including social media. For example, software that prompts users to respond to others comments by first explaining in their own words what they believe was said can promote better (online) conversation (Kriple, Toomim, Morgan, Bornig, & Ko, 2012).

There is a variation on this strategy that has both greater risks and greater potential rewards. Given the volume of content shared online today, social media systems already make numerous choices about what to show, and in what order. These decisions are typically informed by factors such as popularity within an individual’s social network, and the user’s previous engagement with similar content. Suppose that content filters also considered the emotional tenor of messages when deciding what to present to users. Emotions can spread across social networks (Kramer, Guillory, & Hancock, 2014), and angry or hateful messages could be an important conduit. By reducing the profile of the most noxious contributions, it may be possible to slow the spread of politically motivated vitriol. This would in turn lessen the risk that individuals will succumb to deception, but like efforts to automatically limit the flow of falsehoods directly, such a strategy poses important ethical questions. The idea that one must respect conversational conventions (e.g., being polite) in order to participate in discussion is not new. To the contrary, the anything-goes communication style so often found online is a relatively recent phenomenon. Using machines to police rules about what constitutes permissible speech could, however, have both good and bad consequences. Social conventions are sometimes used to silence dissent (Mansbridge, 1999), while the absence of conventions can be used to promote hatred and violence. Pursuing this course of action requires caution.
Conclusion

Designing technological interventions intended to promote a more knowledgeable, less easily deceived citizenry demands that we attend carefully to the social and psychological factors that shape the flow and acceptance of misinformation. Lewandowsky et al. (2017) have done a great service by providing a broad overview of relevant phenomena. Although their descriptions are careful, they are also necessarily brief. As a consequence, there is some risk that readers will misinterpret references to “echo chambers” and “filter bubbles.” In this response, I have sought to show that online news users are not insulated from information with which they disagree, making this an unlikely source of misperception. More important than exposure-based echo chambers are strategic efforts to use misinformation and outrage to promote political objectives.

Social resources for fighting disinformation are finite, and we cannot afford to be distracted by trying to solve problems that occur only rarely. Instead, we must focus our attention on efforts to use social media and search engines in the service of disinformation campaigns. Following Lewandowsky et al. (2017) example, I briefly suggest three additional strategies that may help: helping users correct their peers, accounting for accuracy in search engine results, and using technology to promote civility and to slow the spread of hostile or polarizing content.
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